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Core research directions: new capabilities
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Ego-motion motor signals Unlabeled video

Learning to explore new environments

reconnaissance search and rescuerecognition

vs.

task predefined task unfolds dynamically

Embodied visual representations Adversarial self-play

Lifelong mixture of experts

Learning efficient “looking around” policies Actively moving to recognize

Self-supervision by proxy tasks

• Key intuition: forcing a machine to “acknowledge” structure in the visual world helps learn meaningful representations inside the machine

• Deep learning, where representations are learned end-to-end jointly with the task solver, is particularly suited to this.

• We aim to design proxy tasks that would be tied to such semantically meaningful structure

• “Self-supervision”: the task is ostensibly still supervised but the supervisory signal is naturally embedded in the images themselves; no need for 

designing human-driven labels and annotations.

Convolutional NN

trained to recover color 

from gray-scale images;

No human-made labels!

Can use any color 

images for training

Intuition: we rely on semantics to judge distance

Compute approximate depth from motion in video

Then train a neural network to predict this depth 

from a single image.

Use this self-supervised pre-trained network as a starting point for 

fine-tuning on new tasks like semantic segmentation and improved 

depth estimation.

No  pre-training

Self-supervised

pre-training

What motions or manipulations are needed?

Lifelong Learning Machines (L2M)


